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Abstract

In the social sciences, theories are used to explain and predict observed phenomena

in the natural world. Theory construction is the research process of building testable

scientific theories to explain and predict observed phenomena in the natural world.

Conceptual new ideas and meanings of theories are conveyed through carefully chosen

definitions and terms.

The principle of parsimony, an important criterion for evaluating the quality of

theories (e.g., as exemplified by Occam’s Razor), mandates that we minimize the

number of definitions (terms) used in a given theory.

Conventional methods for theory construction and parsimony analysis are based

on heuristic approaches. However, it is not always easy for young researchers to fully

understand the theoretical work in a given area because of the problem of “tacit

knowledge”, which often makes results lack coherence and logical integrity. In this

research, we propose to help with this problem in three parts.

In the first part of this study, we present Wikitheoria, a generic knowledge ag-

gregation framework, to facilitate the parsimonious approach of theory construction

with a cloud-based theory modularization platform and semantic-based algorithms

to minimize the number of definitions. The proposed approach is demonstrated and

evaluated using the modularized theories from the database and sociological defini-

tions retrieved from the system lexicon and sociological literature. This study proves

the effectiveness of using a cloud-based knowledge aggregation system and semantic

analysis models for promoting the parsimonious sociology theory construction.

In the second part, our study is focused on semantic-based parsimony analysis. We
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introduce an embedding-based approach using machine learning models to reduce the

semantically similar sociological definitions, where definitions are encoded with word

embeddings and sentence embeddings. Given several types of embeddings exist, we

compare the definition’s encodings with the goal of understanding what embeddings

are more suitable for knowledge representation, and what classifiers are more capable

of capturing semantic similarity in the task of parsimonious theory construction.

In the final part of this study, we propose SOREC, a novel semantic content-based

recommendation system (CBRS) with the supervised machine learning model for

theoretical parsimony evaluation by checking the semantic consistency of definitions

while constructing theories. Specifically, we evaluate the XGBoost tree-based classi-

fier with the combination of low-level features and high-level features on our dataset.

The proposed CBRS substantially outperforms conventional matrix factorization-

based CBRS in suggesting semantically related sociological definitions. In this study,

we provide a solid baseline for future studies in the research area of sociological defi-

nition semantic similarity computation. Moreover, theory construction is a common

research process in a lot of human science-related disciplines such as psychology, crim-

inology, and other social sciences. The results of this study can be further applied to

the theory construction in these disciplines.

v
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Chapter 1

Introduction

In the social sciences, theory construction is the research process of formulating sci-

entific theories with references to explicit logical and semantic criteria, where theories

are defined as a set of explicit, abstract, general, logically related statements designed

to explain observed phenomena[42]. A successful theory is one that, when applied

to specific empirical cases, describes relationships among phenomena, and explains

and predicts the occurrence of certain events. Good scientific theories include four

essential components: terms, statements, arguments, and scope conditions. Terms

are used to build statements; statements are used to build arguments; arguments

apply under a set of scope conditions[42]. Terms are carefully chosen by the theorist

to convey new concepts or ideas in theory, and their meanings are implicated in the

definitions[42, 43].

The principle of parsimony, an important criterion for evaluating the quality of

theories (e.g., as exemplified by Occam’s Razor) mandates that we minimize the

number of definitions (terms) used in a given theory[1, 32]. For example, consider

the following two definitions for the term “mechanical solidarity” extracted from the

Blackwell Encyclopedia of Sociology. Definition 1: According to Emile Durkheim, me-

chanical solidarity refers to the factors that hold primitive societies together, mostly

through family and kinship ties and a collective consciousness shared by all members

of the community. Definition 2: Durkheim’s term for the unity (a shared conscious-

ness) that people feel as a result of performing the same or similar tasks. In the

process of theory construction, if definition 1 were in theory already and the sociolo-
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gist plans to add a new definition 2, he should determine whether the new definition

2 is already in theory or is similar to the pre-defined definition 1. If either is the case,

only definition 1 should be used instead of creating a new definition.

The conventional methods for parsimony analysis in social science theory construc-

tion are based on the heuristic approaches, which are determined by the human[43,

32]. However, it is not always easy for young researchers to fully understand the the-

oretical work in a given area – although they are trained by mentors who are familiar

with accepted views in that area. To try to acquire a sense of understanding in another

theoretical area can be difficult because of the problem of "tacit knowledge" – essen-

tially inside information about how to interpret certain vague or ambiguous termi-

nologies, which often makes results lack coherence and logical integrity[1, 21, 42, 43].

In this research, we propose to help with this problem in the following studies.

1.1 Scope of the Research

1.1.1 Modularized Theory Construction and Parsimony Analysis with

Cloud-based Wikitheoria

For the first part of this study, we present Wikitheoria, a fully functional knowledge

aggregation web framework we built for modularized theory construction in social

sciences. As shown in Figure 1.1, it corporates various sub-systems for managing a

lexicon, a library of theory modules, a set of registered users, a peer review process,

automated checks to rule out definitional circularizes and non-causal propositions,

plus various administrative operations. The lexicon of Wikitheoria preserves the

pre-defined terms and definitions and helps to encourage more parsimonious theory

construction. In turn, this facilitates communication along with logical and empirical

analysis of the theory[29, 16, 53].

As illustrated in Figure 1.2, the proposed approach consists of three major steps:

(1) Sociology theories were modularized and constructed with the cloud-based tools

2
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Figure 1.1: An illustration of Wikitheoria user interface. The designed framework
was deployed and served on Google App Engine.

provided by our platform. (2) Definitions in theories were pre-processed, then en-

coded with Transformer-based Universal Sentence Encoder. (3) Cosine similarity

and K-Nearest Neighbors (KNN) algorithms were employed to calculate the seman-

tic similarity of definitions and further reduce the redundant definitions for theory

construction. To the best of our knowledge, our work is the first to systematically

apply cloud-based modularized theory construction with semantic-based parsimony

analysis by using neural embedding and machine learning model.

The main contributions of this research are as follows:

• We develop a computational framework for theory modularization and theory

construction.

• We prove the effectiveness of using embedding models on the semantic similar-

ities of sociological definitions.

• Additionally, we experiment with textual similarity measurement (cosine simi-

larity) and similarity prediction (KNN) in which the result achieves an accuracy

of 81.69%.

3
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Figure 1.2: An illustration of Wikitheoria theory construction with
the process of theory modularization and parsimony analysis.

1.1.2 Towards Parsimonious Theory Construction with Neural

Emebeddings and Semantic Measurement

In the second part, our study is focused on semantic-based parsimony analysis. We

introduce an automatic approach using the distributed semantic embeddings and ma-

chine learning models to evaluate the semantic consistency of sociological definitions

and reduce the semantically similar sociological definitions for theory construction,

which ensures the similar definitions for different terms could converge into one def-

inition for a single term [15][16]. Therefore, it helps safeguard against redundancy

and fosters the more parsimonious theories.

The developed approach consists of three components: data pre-processing, fea-

ture extraction, and definition similarity prediction. For data pre-processing, the

4
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definitions are extracted from a collection of sociological books, then annotated by

sociologists. The sociological definitions are tokenized with the removal of stop words,

then converted to the lower case. Considering the excellent performance of neural

embeddings on capturing the semantic similarities, we experiment with four word-

level embeddings [46, 51, 52, 10] and four sentence-level embeddings [17, 20, 25] with

the goal of gaining insights of which embeddings are most suitable for sociological

definitions. For feature extraction, we exploit 11 features with the embedding-based

similarity metrics. For definition training and model prediction, we adopt four dif-

ferent types of supervised classifiers on the feature representations to predict the

sociological definition semantic similarity [50]. Our work is the first to apply recent

state-of-art pre-trained word-level embeddings and sentence-level embeddings models

to measure the semantic similarities of sociological definitions, and the first one that

evaluates four different types of classifiers on promoting the parsimony for sociology

theory construction.

The main contributions of this study are as follows:

• We develop an embedding-based approach using the supervised machine learn-

ing model to reduce the semantically similar sociological definitions, where def-

initions are encoded with word embeddings and sentence embeddings.

• We study eight sociological definition embedding methods to understand what

representations are more suitable for our task.

• Additionally, we experiment with four different supervised models to gain in-

sights into classifiers that generalize well from embeddings.

Our experimental results showed that the Transformer outperforms other seven

embedding methods when employed with supervised machine learning models. The

proposed approach achieves the best accuracy of 84.82%, comparing with Word2Vec

5
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(81.7%), GloVe (82.14%), ELMo (64.73%), fastText (79.91%), InferSent (75%), USE-

DAN (83.48%) and BERT (55.8%).

1.1.3 Semantic Content-based Recommendation with SOREC

In the final part of this study, we propose SOciology RECommendation system

(SOREC), a novel semantic content-based recommendation system with the super-

vised machine learning model for theoretical parsimony evaluation by checking the

semantic consistency of definitions while constructing theories.

With the explosion of big data and model-based content-based recommendation

system [55, 30, 3, 36], there are multiple approaches to tackle this problem. One

of them is a semantic ontology-based approach, which uses of WordNet[4, 45, 14] in

enhancing semantic-based analysis where hierarchies of concepts are built to capture

conceptual relations between words and sentences. This approach performs well on

the general domain, but many sociological terms are utilized and/or defined differently

from generic English.

Another promising approach is based on Latent Semantic Analysis, which orig-

inates from the principle that words used in the same context tend to have similar

meanings. Semantic relatedness is discovered through matrix factorization[54]. This

approach performs well on various CBRS[3, 36], and is considered as the baseline

method.

In recent years, word embeddings and sentence embeddings have produced high-

quality representations for words and sentences on a broad spectrum of natural lan-

guage understanding applications[17, 46, 20]. Especially, deep neural language mod-

els have demonstrated the efficacy by using pre-trained language models followed

by fine-tuning dataset and achieved state-of-the-art results in semantic similarity re-

lated tasks[17]. Considering the excellent performance on representing the semantic

similarities[27], the definitions in our study are embedded with Transformer in [17].

6
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The proposed SOREC is designed to check the semantic consistency of sociological

definitions, which consists of three components: data pre-processing, feature extrac-

tion, and definition recommendation. For data pre-processing, the definitions were

extracted from a collection of sociological books, then annotated by sociologists. Prior

to feature extraction, definitions were tokenized, stop words were removed, and all

words were converted to the lower case. For feature extraction, we exploit 15 low-level

features from the basic properties of definitions and the edit distance, 11 high-level

features from the embedding-based distance metrics. For definition training and rec-

ommendation, we adopt XGBoost[18] on the feature representations extracted from

26 features to predict the definition similarity.

To sum up, the main contributions of this research are:

• We present a novel semantic CBRS which adapted specifically for our domain

of interest.

• We compare the importance of the feature sets, analyze the impact of each

feature set.

• Additionally, we present a manual annotation benchmark dataset for training

and evaluation in future research in this area.

The experiment results showed that the proposed system achieves 86.16% accu-

racy, 84.42% F-measure, and 86% precision in suggesting semantically related socio-

logical definitions. The proposed CBRS outperforms conventional matrix factorization-

based CBRS by 18.75% in overall accuracy. In this study, we provide a solid baseline

for future studies in the research area of sociological definition semantic similarity

computation.

7
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1.2 Dataset

As far as we know, there is neither a similar dataset we could use nor the published

research on pairwise sociological definition semantic similarity computation. We,

therefore, created a benchmark dataset for this purpose.

To build this corpus, we collected a corpus with over 4000 sociological definitions

from Wikitheoria system lexicon, online resources, and the glossaries of a broad range

of sociological books. These sociological definitions are used to generate pairwise

comparisons of definitions offered for single terms, then evaluated by sociologists who

judge the similarity with scores of 0 (different concept) and 1 (same concept). The

annotated dataset includes 2235 definition pairs, including 959 positive samples and

1276 negative samples, as presented in Figure 1.3.

Figure 1.3: An illustration of annotation with sociological definitions and scores to
train the semantic classifiers for binary classification.

8
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1.3 The Structure of the Thesis

The remainder of the thesis is organized as follows. In Chapter 2, 3, 4, we overview

the related work and relevant knowledge, detail the research method, and discuss their

associated experimental results, respectively. The conclusion and future research are

discussed in Chapter 5.

9
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Chapter 2

Modularized Theory Construction and

Parsimony Analysis with Wikitheoria

2.1 Related Works

2.1.1 Formal Theory

To formalize a theory means to express its statements using a formal language and

explicit logic. Various branches of mathematics, as well as computer simulation pro-

gramming, have provided language elements and logical frameworks for some of our

theories. However—and this is crucial—not all logics are mathematical, and so formal

theories need not be mathematical. As illustrated in Figure 2.1, what distinguishes

formal theories from informal theories is the clear identification of the following com-

ponents:

• Basic and defined terms. Basic terms are the foundational expressions whose

meanings are presumed to be already well-understood by an intended audience.

Defined terms employ previously defined terms and/or basic terms as defini-

tions. Together the basic and defined terms provide the entire terminological

system of a theory.

• Propositions and derivations. These are the core assertions of the theory.

Propositions also may be called assumptions, axioms, premises, postulates, etc.

Derivations are statements that have been logically deduced from previously

stated propositions. They are sometimes called deductions, theorems, or con-

10
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Figure 2.1: An illustration of published formal theory on Wikitheoria platform.

clusions. In general, derivations may be thought of as the claims that a theorist

seeks to explain via the propositions used to derive them. Implicit in these

definitions is the employment of a logical calculus—a set of rules governing the

transformation of propositions into derivations.

• Scope conditions. These are the general conditions that must be satisfied for

the appropriate application of the theory. As with every other theoretical com-

ponent, they are provisional and, ideally, relaxed as progress is made, and the

theory broadens in its scope.

11
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2.1.2 Theory Modularization and Integration

A theory uses clearly defined terms in propositions that are amenable to the appli-

cation of logical calculi [42, 31, 23]. Terms can be from natural language, and logical

forms can be simple as “If x, then y.” Various branches of mathematics, logic, and

simulation programming [48] have successfully provided operators and frameworks

for some of our theories.

The concept of modularization is critical to theory construction. Generally, a

module is a self-contained assemblage of elements that behave as a unit within a

larger system. Cornforth and Green [21] described the nature and benefits of mod-

ularization, from genetics to social networks to manufacturing. These ideas apply

readily to theories [22, 26, 44, 43, 42]. Figure 2.2 is a schematic illustration of two

simple theory modules, each with two propositions (e.g., “The greater the A, then

the greater the B.”) and a logical derivation. The modules intersect at B. Logically

conjoining the intersecting statements integrates Module 1 and Module 2, yielding

A -> Y, a derived proposition unavailable from either module alone. The ability to

facilitate integrations is central to Wikitheoria. Building a new and more specialized

theory tying A to Y only would have increased the complexity of the knowledge base

without actually contributing anything new.

Theory modularization offers a novel approach to guiding empirical applications

and to solving complex real-world problems: A user is able to withdraw modules

from the Wikitheoria library on an as-needed basis, integrate them for the purpose at

hand, and thus build a customized applied theory. The transparency of the method

makes evident when modules are candidates for integrating into more comprehensive

explanations or more detailed road-maps for applications and interventions.

In fact, modules ultimately must demonstrate their utility through useful integra-

tions. Having a searchable library with a large number of small modules, rather than

a small number of large theories, presents more opportunities for integrations and ap-

12
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Figure 2.2: An schematic illustration of two simple theory
modules with two propositions and a derivation.

plications. In the long-run, building modular theories should encourage a broadening

of the range of potential integrations and a more nimble and fault-tolerant system.

2.1.3 Parsimony Analysis

When applied to specific empirical cases, a successful theory is one that describes

relationships among phenomena, explains, and predicts the occurrence of certain

events. Terms, statements, arguments, and scope conditions are the four fundamen-

tal components in any good scientific theories. Terms are used to build statements;

statements are used to build arguments; arguments apply under a set of scope con-

ditions. [43, 42, 1].

In a theory, terms are carefully chosen by the theorist to convey ideas or concepts,

and their meanings are clearly implicated in the definitions[43, 42, 32]. Parsimony

favors the use of relatively few definitions (terms), rather than creating new ones

when the user goes to add the new definitions. Considering the following definitions

for the term “denomination“. D1: a church, independent of the state, that recognizes

religious pluralism. D2: a brand name within a major religion; for example, Methodist

or Baptist. If D1 were in theory already and the sociologist plans to add a new

definition D2, he should determine whether D2 is in theory or is similar to D1. If

either is the case, only D1 should be used instead of adding D2.

13
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In recent years, many word embeddings and sentence embeddings have demon-

strated the outstanding performances for language models on a broad spectrum of

natural language understanding applications[16, 7, 6, 5, 4]. Especially, deep neu-

ral language models have demonstrated the efficacy by training with large corpora,

such as Wikipedia, Google News, and 1 Billion Word Benchmark followed by fine-

tuning dataset and achieved state-of-the-art results in semantic similarity related

tasks[45, 14, 17]. Considering the excellent performance on representing the semantic

similarities of textual snippets, the sociological definitions in our study are embedded

with Transformer-based Universal Sentence Encoder in [17].

2.2 Method

In this section, we specify the details of cloud-based modularized theory construc-

tion, and we outline the details of the methodology used to perform our parsimony

analysis. The system architecture of our proposed system is illustrated in Figure 2.3.

To promote the theoretically-driven research, Wikitheoria was built with various sub-

systems such as modularized theory construction system, user management system,

email system, peer-review system, ratings and incentive system, etc. In the follow-

ing subsections, our focuses are on the system user interface, modularized theory

construction, and parsimony analysis.

2.2.1 User Interface Development

Much attention was paid to making the system simple, engaging, functional, and

expandable. Once a new user is registered and logged in, the system will lead the

user to the guide page, as shown in Figure 2.4, which provides a comprehensive guide

to system introduction, glossary, perspective, and tutorials, etc.

For the experienced user, the banner spans the top of the home page and provides

some of the most frequent functions. LIBRARY links to the published theory modules

14
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Figure 2.3: An illustration of Wikitheoria infras-
tructure with devices and Google cloud.

and system lexicon (shown in Figure 2.5). For each of the theory module, the user

could browse the details of the theory, rate the quality of the theory, add comments,

and make suggestions to improve the quality of a published theory further. Within

the library, the system supports both word to word in-table quick search and the

Google snippet style full-text search on theory title, meta-theory, terms, definitions,

propositions, scopes, and derivations, etc. The full-text search is very similar to the

Elastic Search, and the implementations of search function are based on the Google

Search API, which maintains a reverse index on the specific columns of the text fields.

MY WORK lets users manage and edit previously saved work. BUILD takes users

to the system for submitting or editing a new module (shown in Figure 2.6). At the

bottom, CONTACT US and ADMINISTRATORS links provide, respectively, a brief

sharable description of Wikitheoria, information about the research team and credit

to NSF for support, and a portable to the administrators’ interface, described shortly.
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Figure 2.4: An illustration of Wikitheoria guide page for the newly registered users.

ADMINISTRATORS link is inaccessible to regular users, and a significant effort

of our design and programming work has been devoted to the design and development

of administrative functions. Figure 2.7 displays the tasks of managing the different

roles for different users. Across the top is a series of links, each of which opens a

unique page. Although masking a great deal of what we have completed, for the sake

of brevity, we provide only brief descriptions of these functions.

As a critical part of the peer review system, the administration system manages

email communication between administrators and users, generating various auto-

mated alerts and emailing contents of review forms back to appropriate authors. As
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Figure 2.5: An illustration of Wikitheoria library page for experienced users to quickly
access the published theory modules.

illustrated in Figure 2.8 Users are automatically sent signals if they are editing a

previously accepted module that is currently being written by someone else. All ed-

its must be submitted to and approved by an editor. It is crucial for a given user

to know of the possibility that someone’s updated version of the module may be

approved before the user has submitted her recommended changes.

Proposed Contributions page, as shown in Figure 2.9, appears upon entering the

administrator system. This page displays a table with an overview of submitted

modules pending administrative decisions.

Manage Modules page and Manage Terms has a comprehensive listing of modules

and terms. This page allows the administrator to view and operate any term in the

lexicon and any theory module in the library (shown in Figure 2.10).

17
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Figure 2.6: An illustration of a theory that are under construction on Wikitheoria.

Upload Files allows administrators to upload and reference binary files to the

server (shown in Figure 2.11). These files are used in conjunction with the links

displayed on the Guide page, Tutorial page, and some area of the home page. The

binary files are stored in the Google blob store, which is integral storage for the
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Figure 2.7: An illustration of how the administrators manage different roles of users
with the system.

development with Google App Engine. All the binary files’ related operations are

controlled through this page.

2.2.2 Cloud-based Theory Modularization

Wikitheoria is a cloud-based application that could be accessed with smartphones

and computers. With the help of Wikitheoria, a theory is modularized and con-

structed with several essential components. For example, in Figure 2.12, the theory

“Social Identity Model of Collective Action (SIMCA)” is constructed using theory

title, keywords, metatheory, terms and definitions, propositions, derivations, scope

conditions, and evidence. As illustrated in Figure 2.3, the HTTP requests sent from

devices are accepted and processed by the application. The various services such as

19



www.manaraa.com

Figure 2.8: An illustration of peer review process for suggesting modification on the
published theory module.

parsimony analysis, email, account, datastore, and blob store, etc. communicate with

system backend through RESTful APIs. We implement the proposed framework with

Python, Jinja2 framework, and web-related technologies such as HTML, JavaScript,

and jQuery libraries[53] to handle the web related logics. For the parsimony analysis,

we encode the sentence definitions with Tensorflow Hub and Keras[2, 33], then train

the classifier with Scikit-learn[50].

The proposed application utilizes the Google App Engine (GAE), a Software-as-a-

Service (SaaS) platform[53], which offers significant advantages for this application.

(1) Google handles security, bandwidth, server space, certain administrative func-

tions, and more. (2) The scale is a non-issue, as the App Engine would transparently

duplicate our web application across multiple servers if usage ever exceeds capacity.

(3) The App Engine provides access to the Object Relational Model (ORM) on top

of Google’s BigTable database implementation. The latter was designed for rapid

location and fetching of documents, in contrast with relational databases optimized

for complex queries, making it ideal for Wikitheoria. (4) We use Google accounts

and other services, thus leveraging web functions with which most users are familiar

already.
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Figure 2.9: An illustration of how the administrators manage the proposed contribu-
tions for the peer review system.

2.2.3 Parsimony Analysis with Semantic Evaluation

Textual similarity metrics detect similarities between the two definition. To minimize

the redundant sociological definition and optimize our model, we spent considerable

effort on definition encoding and semantic similarity experiments[17, 30, 38, 46, 9,

59, 11].

Before applying the feature analysis, the pre-processing methods include definition

tokenization, removing stop words, and converting all words to lowercase were applied

to all the sociological definitions. The definition tokenization utilized the TreeBank

tokenizer implemented in the NLTK toolkit[9].

The Universal Sentence Encoder mixed an unsupervised task using a large corpus

together showed significant improvement by leveraging the attention-based Trans-
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Figure 2.10: An illustration of how the administrators manage the lexicon and terms
that associate with the published theory modules.

former architecture[17]. In our experiment, each definition was transformed into a

512-dimensional sentence vector. With the Transformer encoded embedding output,

we computed the distance of two definition vector (u and v) with the kernel function

show below and the KNN algorithm.

Cosine Distance[19] between two vectors u and v is defined as

sim = 1− u · v
‖u‖2 ‖v‖2

(2.1)

To find the potential redundant definition, we employed an approach with KNN

model [8]. The model was implemented with Scikit-learn[50], which computes the

cosine distance from every definition in the lexicon, keeping track of the “most similar

definition so far”. It has a running time of O(dN) where N is the cardinality of S, and

d is the dimensionality of u and v, where d equals to 512.
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Figure 2.11: An illustration of how the administrators manage the binary
files in blobstore.

The quality and correctness of the proposed method is evaluated as 1) True pos-

itive (TP), the number of correct predictions on “same concept”; 2) True negative

(TN), the number of correct predictions on “different concept”; 3) False positive (FP),

the number of incorrect predictions on “same concept”; 4) False negative (FN), the

number of incorrect predictions on “different concept”. The precision(2), recall(3),

and accuracy (5) were used to evaluate the semantic similarity measurement.

Precision = TP

TP + FP
(2.2)

Recall = TP

TP + FN
(2.3)

F −measure = 2 ∗ Precision ∗Recall

Precision + Recall
(2.4)

Accuracy = TP + TN

TP + TN + FP + FN
(2.5)
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Figure 2.12: An illustration of published modularizrd theory module on Wikitheoria
platform.

2.3 Results and Discussion

This study seeks to identify semantically similar sociological definitions with binary

classification. To evaluate the performance of the proposed approach, we extracted

over 4000 sociological definitions from system lexicon and sociological books. These

definitions were paired according to their semantic similarities, then evaluated by

sociologists with two categories: 1 (same concept) and 0 (different concept). The

evaluation of the proposed approach was performed using 10-fold cross-validation[37,
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57] over 2235 definition pairs, including 959 positive samples, and 1276 negative

samples. The final result was calculated by averaging the results of each fold.

Table 2.1 presents the performance of KNN on the sociological definition data

when different values of k (number of neighbors) are considered. It can be found

that the value of k doesn’t significantly affect the classifier’s precision, recall, and

accuracy. KNN model achieves the best performance with k = 5.

Comparing with both categories, the prediction performance on “same concept”

is more important since it indicates whether the semantically similar sociological

definitions can be detected. In Table 2.2, it shows the precision, which indicates the

ratio of the number of correct predictions on “same concept” in the total number of

correct and wrong predictions on “same concept” is 78%. With the recall on “same

concept”, 82% of the “same concept” definitions are detected from all the “same

concept” definitions in the dataset. Considering the overall performance in both

categories, the best prediction accuracy is 81.69%.

As shown in Table 2.1 and Table 2.2, the performance of Transformer embedded

sociological definitions with the KNN model is an effective model for evaluating the

semantic similarities of sociological definitions. The experiment results indicate that

the proposed cloud-based theory modularization and embedding-based semantic anal-

ysis obtained a strong performance on recall, precision, and accuracy for promoting

the parsimonious theory construction.

2.4 Conclusion

In this study, we proposed and implemented a generic knowledge aggregation frame-

work to facilitate the parsimonious approach of theory construction with a cloud-

based theory modularization platform and semantic-based algorithms to minimize

the number of definitions. The presented approach is demonstrated and evaluated

using the modularized theories from the database and sociological definitions retrieved
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Table 2.1: The experiment results of k-nearest neighbors with
different values of k.

No. of Neighbors Precision Recall F-measure Accuracy
k = 2 0.79 0.79 0.78 0.7857
k = 3 0.80 0.80 0.80 0.8035
k = 4 0.81 0.80 0.79 0.7991
k = 5 0.82 0.82 0.82 0.8169
k = 6 0.82 0.82 0.82 0.8169
k = 7 0.82 0.82 0.82 0.8169

Table 2.2: The results of k-nearest neighbors by cate-
gory when k is equal to 5.

Precision Recall F-measure
0 (different concept) 0.85 0.81 0.83
1 (same concept) 0.78 0.82 0.80
Average 0.82 0.82 0.82
Overall Accuracy 0.8169

from the system lexicon and sociological literature to reduce the semantic redundancy.

To the best of our knowledge, our work is the first framework, which systematically

applies cloud-based modularized theory construction with semantic-based parsimony

analysis by using neural embedding and machine learning model. Our results demon-

strated the effectiveness of using the cloud-based knowledge aggregation system and

semantic analysis models for promoting the parsimonious sociology theory construc-

tion.

The proposed approach achieves the precision of 82%, recall of 82%, and accuracy

of 81.69%. The proposed platform is fully implemented and publicly accessible via

(https://www.wikitheoria.com). The results of this study can be further applied

to the theory construction in human science-related disciplines such as psychology,

criminology, and other social sciences.
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Chapter 3

Towards Parsimonious Theory Construction

with Neural Embeddings and Semantic

Measurement

3.1 Related Works

Much effort has been expended in the development of text similarity data sets and

related models. For example, the SemEval Semantic Text Similarity (STS) challenge

has been organized for more than six years [7, 6, 5, 16]. These challenges have greatly

accelerated the study of semantic texts. The manual annotation data set given by

the STS enables various methods for semantic similarity estimation to be improved

and checked[40, 56]. Many supervised learning models have proven useful for seman-

tic evaluation. WordNet-based sentence distance calculations and distributed word

embedding representations have proven to perform well in the general field of com-

parable semantic text similarity calculations. But in our research, many sociological

terms are used and defined differently from generic English[4, 45, 14].

In recent years, text representations through text embedding and sentence embed-

ding have shown excellent performance in capturing the semantic meanings of various

tasks, and thus can be used to address the limitations of bag-of-words representation[46,

51, 52]. By using the neural network, the word embedding and sentence embedding

produce high-quality word and sentence dense vectors in a wide range of natural

language understanding applications. In particular, the deep neural language model
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demonstrates its effectiveness by using pre-trained language models, then fine-tuning

on a small dataset and implementing state-of-the-art results in semantic similarity

related tasks.

Words with similar meanings are close in the vector space when using neural

embeddings to represent vocabulary words. Embedded vectors can well capture the

similarity, especially the semantic similarity – texts that use different words but have

similar semantic meanings to human. In 2013, Mikolov et al. demonstrated the

effectiveness of neural embeddings for semantic similarity [46]. For word similarities,

the use of Continuous Bag of Words and Skip-gram with 1.6 billion words corpus

respectively achieved an accuracy of 63.7% and 65.6%.

In 2018, two sentence-level language models based on the Transformer and DAN

demonstrated good performance as the general sentence encoders on the related se-

mantic tasks [18]. Word-level and sentence-level embeddings, which pre-trained on

large corpora such as news and Wikipedia, can be fine-tuned and used to encode the

sociological definitions. More sophisticated pre-trained models such as sentence-level

deep neural network encodings have also shown good performance on various NLP

tasks[51, 52, 10, 17, 20, 25, 27].

3.2 Method

In this section, we specify the details of our data and provide the details of the

methodology used to perform our analysis. The general architecture of our proposed

training and prediction process is illustrated in Figure 3.1.

3.2.1 Encoding with Word-level Embeddings

Word embeddings are extensively used in state-of-the-art NLP techniques, mainly due

to their ability to capture semantic and syntactic information[46]. In our experiments,
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Figure 3.1: An illustration of semantic-based parsimony anal-
ysis workflow with encoding and training process.

Table 3.1: The word-level embedding methods and their cor-
responding training corpora.

Embedding Corpus Pooling Size
Word2Vec Google News 2013 Average 300
GloVe English Wikipedia Feb 2017 Average 300
ELMo 1 Billion Word Benchmark Mean 1024
fastText English Wikipedia Feb 2017 Average 300

we encode definitions with four word-level embeddings. Their pre-trained corpora,

pooling methods and embedding sizes are listed in Table 3.1.

Word2Vec: Word2Vec[46] is one of the first and the most popular approaches of

word embeddings based on neural networks. It can preserve semantic relationships

between words and their context, where context is modeled by nearby words using a
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shallow feed-forward neural network. In our experiment, a traditional average pooling

was employed to produce the sentence embeddings with the obtained model 1.

Global Vectors (GloVe): GloVe[51] aims to overcome some limitations of Word2Vec,

focusing on the global context for learning the representations. The global context is

captured by the statistics of word co-occurrences in a corpus (count-based, as opposed

to the prediction-based method as in Word2Vec), while still capturing semantic and

syntactic meaning as in Word2Vec. In our experiment, an average pooling method

was employed to produce the sentence embeddings with the pre-trained GloVe2 model.

fastText: fastText[52] is a recent method for learning word embeddings for large

datasets. It is an extension of Word2Vec that treats each word as a composition of

character n-grams. The sub-word representation allows fastText to represent words

more efficiently, enabling the estimation of rare and out-of-vocabulary words. In [16],

the authors used fastText word representation combined with techniques such as the

bag of n-gram features. They demonstrated that fastText obtained performance on

par with deep learning methods while being faster. In our experiment, the pre-trained

fastText3 model was applied with the average pooling method.

Embedding from Language Models (ELMo): The challenges exist when learn-

ing high-quality representations from Word2Vec, Glove, and fastText: they should

capture semantic and syntax and the different meanings the word can represent in dif-

ferent contexts. For example, a bowl (a round food container) and bowl (a stadium)

should have different word vectors. To solve this problem, ELMo[10] uses representa-

tions from a bi-directional LSTM that is trained with a language model objective on

a large text dataset. In ELMo[10], they use a deep representation by incorporating

internal representations of the LSTM network, therefore capturing the meaning and

1https://code.google.com/archive/p/word2vec/
2https://nlp.stanford.edu/projects/glove/
3https://fasttext.cc/docs/en/english-vectors.html
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syntactical aspects of words. In our experiment, the ELMo4 model was pre-trained

with 1 billion word benchmark corpus. A built-in mean-pooling method was applied

to produce the sentence embeddings.

3.2.2 Encoding with Sentence-level Embeddings

Although the traditional bag-of-words model showed excellent performance for some

tasks, it is still unclear how to accurately represent the full sentence meaning. Nowa-

days, there is still no consensus or studies on how to represent sociological towards the

sociology theory construction. We experimented with four sentence-level embeddings

with the listed pre-trained corpora and embedding sizes in Table 3.2.

InferSent: InferSent[20] proposes a supervised training for the sentence embed-

dings. The sentence encoders, which based on a bidirectional LSTM (BiLSTM), are

trained using the Stanford Natural Language Inference (SNLI) dataset, which consists

of 570k human-generated English sentence-pairs. The pre-trained InferSent5 model

was obtained and applied to definition encodings.

Universal Sentence Encoder - Transformer (USE-Transformer): While word em-

beddings such as Word2Vec or GloVe try to embed a single word into a high di-

mensional vector, USE[17] works to embed not only words but phrases, sentences,

and short paragraphs. It takes variable-length English text as input and outputs a

512-dimensional vector by utilizing a stack of 6 identical layers, where each layer has

two sub-layers. The first is a multi-head self-attention mechanism, and the second is

a simple, position-wise, fully connected feed-forward network. A residual connection

around each of the two sub-layers, followed by layer normalization is employed. The

Transformer6 model was trained with various data from Google.

4https://tfhub.dev/google/elmo/2
5https://github.com/facebookresearch/InferSent
6http://www.tensorflow.org/hub/modules/google/universal-sentence-encoder-

large/3
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Table 3.2: The sociological definition with the sentence-level em-
bedding methods and their corresponding training corpora.

Embedding Corpus Size
InferSent Stanford Natural Language Inference 4096
USE-DAN Various Data from Google 512
USE-Transformer Various Data from Google 512
BERT English Wikipedia Feb 2017 768

Universal Sentence Encoder - Deep Averaging Network (USE-DAN): USE-DAN[17]

is based on a deep averaging network where input embeddings for words and bi-grams

are first averaged together and then passed through a feedforward deep neural net-

work to produce sentence embeddings. The main advantage of the DAN encoder over

the Transformer is that compute time is linear in the length of the input sequence.

Our USE-DAN7 was trained and obtained with various data from Google.

BERT: BERT[25] starts by training a general-purpose "language modeling" (LM)

on a large text corpus, and then use that model for various tasks. It applies the bidi-

rectional training of Transformer, an attention model, to language modeling. When

training language models, many models predict the next word in a sequence, a direc-

tional approach that inherently limits context learning. To overcome this challenge,

BERT uses two training strategies: (1) Masked LM: before feeding word sequences

into BERT, some of the words in each sequence are replaced with a mask token. The

model then attempts to predict the original value of the masked words, based on the

context provided by the other, non-masked, words in the sequence. (2) Next Sentence

Prediction: In the training process, the model receives pairs of sentences as input and

learns to predict if the second sentence in the pair is the subsequent sentence. The

BERT8 model was trained with English Wikipedia Feb 2017 corpus.

7https://tfhub.dev/google/universal-sentence-encoder/2
8https://github.com/google-research/bert

32



www.manaraa.com

3.2.3 Feature Extractions

Textual similarity metrics detect similarities between the two sociological definitions.

These metrics are then used as features for our machine learning models. To opti-

mize our model, we spent considerable effort on feature engineering, experimented

with the effectiveness of embedding-based features, and obtained the best result with

the 11 features described below. With the 8 embedding methods listed in Section

3.2 and Section 3.3, the pairwise sociological definitions were transformed into 8 rep-

resentations of pairwise definition vectors. With the encoded embedding output, we

computed the distance of two definition vectors (u and v) with the kernel functions

shown below.

Cosine Distance[19] of two vectors u and v is defined as

sim1 = 1− u · v
‖u‖2 ‖v‖2

(3.1)

Manhattan Distance[19], also known as block distance, computes the distance

between two vectors by summing the differences of their corresponding components

in u and v, which is defined as

sim2 =
∑

i

|ui − vi| (3.2)

Jaccard Distance[23] measures the dissimilarity between two vectors u and v. It

is defined as

sim3 = u · v
|u|2 + |v|2 − u · v

(3.3)

Canberra Distance[38] between u and v is defined as

sim4 =
∑

i

|ui − vi|
|ui|+ |vi|

(3.4)

Euclidean Distance[13] between u and v is defined as

sim5 = ‖u− v‖2 (3.5)
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Minkowski Distance[19] between u and v is defined as

sim6 = ‖u− v‖p = (
∑
|ui − vi|p))1−p (3.6)

Bray-Curtis Distance[12] between u and v is defined as

sim7 =
∑
|ui − vi| /

∑
|ui + vi| (3.7)

Skewness and Kurtosis[41] are used to measure the symmetry of definition vectors

when comparing with the normal distribution. Skewness is a measure of the symme-

try. If the distribution or dataset appears to be the same as the left and right sides

of the center point, it is symmetrical. Kurtosis is a measure of tail thickness, i.e.,

distribution with high kurtosis often has a heavy tail.

3.2.4 Supervised Models

With the features we created in Section 3.4, our goal was to create a relevance model

that would accurately predict if a new definition is semantically similar to an existing

definition in theory. Here, we choose four representative supervised machine learning

algorithms: K Nearest Neighbors (KNN), Gaussian Naive Bayes (GNB), Logistic

Regression (LR), and XGBoost (XGB). For KNN, we set neighbors number to 5

because of the better performance on grid search. We included the Naive Bayes

algorithm in our study as it does not require hyperparameter tuning and can be

trained in linear time. For LR and XGB, we chose the default hyper-parameter

settings in scikit-learn[50] and XGBoost library[18].

3.2.5 Evaluation

For this study, the model evaluation was performed using 10-fold cross-validation over

2235 sociological definition pairs, including 959 positive samples and 1276 negative

samples [22]. Each fold contained 1811 definitions pairs for training, 200 pairs for

validation, and 224 pairs for testing. The result for the supervised semantic similarity
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was calculated by averaging the results of each fold. The quality and correctness of

the proposed method is evaluated as 1) True positive (TP), the number of correct pre-

dictions on “same concept”; 2) True negative (TN), the number of correct predictions

on “different concept”; 3) False positive (FP), the number of wrong predictions on

“same concept”; 4) False negative (FN), the number of wrong predictions on “differ-

ent concept”. The precision (3.8), recall (3.9), F-measure (3.10) and accuracy (3.11)

were used to evaluate the recommendation system.

Precision = TP

TP + FP
(3.8)

Recall = TP

TP + FN
(3.9)

F −measure = 2 ∗ Precision ∗Recall

Precision + Recall
(3.10)

Accuracy = TP + TN

TP + TN + FP + FN
(3.11)

3.3 Results and Discussion

Given the variety of available embedding methods, we aim to understand how the

performance of semantic classifiers varies with different types of word embeddings

and sentence embeddings. We analyzed the results of the experiments presented in

Tables 3.3 and Table 3.4 in the following subsections.

3.3.1 Usefulness of Word-level Embeddings

By analyzing the results in Table 3.3, we can compare the performance of four types

of word-level embeddings, when used with four different machine learning models.

From Table 3.3, we can see that the GloVe embeddings outperform the other three

word-level embedding methods. Specifically, training on the XGBoost model achieves

the best result with an accuracy of 82.14%, a precision of 82%, a recall of 82%, and

an F1 of 80.59%. The Word2Vec with the LR model also achieves a good result with
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Table 3.3: The word-level sociological definition embedding results on
test data with 10-fold cross validation.

Embedding Model Precision Recall F1 Accuracy

Word2Vec

KNN
GNB
LR
XGB

0.77
0.80
0.82
0.81

0.77
0.79
0.82
0.81

0.7488
0.7416
0.7960
0.7817

0.7723
0.7946
0.8170
0.8080

GloVe

KNN
GNB
LR
XGB

0.80
0.78
0.82
0.82

0.79
0.77
0.82
0.82

0.7767
0.6941
0.8000
0.8059

0.7946
0.7679
0.8170
0.8214

ELMo

KNN
GNB
LR
XGB

0.63
0.76
0.66
0.66

0.63
0.63
0.65
0.65

0.5638
0.3025
0.4903
0.4903

0.6339
0.6295
0.6473
0.6473

fastText

KNN
GNB
LR
XGB

0.75
0.80
0.77
0.80

0.75
0.78
0.77
0.80

0.7264
0.7135
0.7437
0.7716

0.7545
0.7813
0.7723
0.7991

a slightly lower accuracy of 81.7% and F1 of 79.60%. The best accuracy of ELMo

is 64.73%. One possible explanation for this may be that the pre-trained “Google

News” corpus and “Wikipedia” corpus are better representations for the knowledge

of our domain.

Based on the best precision and recall given from Table 3.3, the ratio of correct

predictions on “same concept” in the total number of correct and wrong predictions

on “same concept” is 82%. With the recall on “same concept”, 82% of the ”same con-

cept” definitions are detected from all the “same concept” definitions in the dataset.

Considering the overall performance in both categories, the best prediction accuracy

is 82.14%.

3.3.2 Usefulness of Sentence-level Embeddings

By comparing columns in Table 3.4, we can see that the USE-Transformer is the best

sentence-level sociological definition embedding, which achieves the best accuracy of
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Table 3.4: The sentence-level sociological definition embedding results on test
data with 10-fold cross validation.

Embedding Model Precision Recall F1 Accuracy

InferSent

KNN
GNB
LR
XGB

0.71
0.75
0.73
0.76

0.71
0.74
0.73
0.75

0.6596
0.6548
0.6592
0.6782

0.7143
0.7411
0.7277
0.7500

USE-DAN

KNN
GNB
LR
XGB

0.78
0.84
0.82
0.84

0.78
0.83
0.82
0.84

0.7525
0.7912
0.8019
0.7978

0.7768
0.8304
0.8170
0.8348

USE-Transformer

KNN
GNB
LR
XGB

0.83
0.84
0.83
0.85

0.83
0.83
0.83
0.85

0.8020
0.7978
0.8173
0.8317

0.8259
0.8348
0.8304
0.8482

BERT

KNN
GNB
LR
XGB

0.54
0.55
0.47
0.52

0.54
0.56
0.54
0.54

0.4516
0.4590
0.0917
0.2816

0.5446
0.5580
0.5580
.5446

84.82%, precision of 85% and recall of 85%. In contrast, the USE-DAN achieves a

slightly lower accuracy of 84.82%.

To evaluate word embeddings versus sentence encodings, we compared Tables

3.3 and 3.4, and observed that the best values for our task are generally obtained

using sentence-level embeddings. This result is intuitive, as one would expect the

sentence-level encodings to capture the semantic similarities of definitions better.

Both Transformer and DAN archives good results with 84.82%, and 83.48% in pre-

diction accuracy. The best accuracy of sentence-level embedding is 3.13% better than

the word-level embedding. Transformer in Table 3.3, the ratio of correct predictions

on “same concept” in the total number of correct and wrong predictions on “same

concept” is 85%. With the recall on “same concept”, 85% of the “same concept”

definitions are detected from all the “same concept” definitions in the dataset. Con-

sidering the overall performance on both categories, the best prediction accuracy is

84.82%.
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3.3.3 The Effect of Classifiers with Embeddings

From Table 3.3 and Table 3.4, we could see that the XGB model outperforms other

three models in the six of eight embedding methods. The results of the LR are very

close to the results of XGB on word-level embeddings. When using sentence encod-

ings, both GNB and LR classifiers work well for the dataset. However, we believe

that hyper-parameter tuning might improve the results of XGB, making this classifier

more competitive when using sentence encodings. Comparing with other classifiers,

KNN doesn’t perform well with the word embedding and sentence encodings on the

dataset. Given that we are using various sociological books to train the model, even

though the word embeddings or sentence encodings are meant to evaluate the se-

mantic similarity between sociological definitions, KNN is still sensitive to noise as

it is making its classifications based on the nearest neighbors selected. If the near-

est neighbors are noisy, the classification can be wrong. Thus, our study suggests

that XGB or LR are good choices as traditional supervised semantic classifiers, but

hyper-parameter tuning may be needed to achieve the best performance with XGB.

3.4 Conclusion

In this study, we propose a semantic embedding-based approach to check the semantic

consistency of sociological definitions for sociology theory construction. Towards

this goal, we performed an extrinsic evaluation, where eight embeddings were used

with four supervised models to learn classifiers for semantic analysis. To the best

of our knowledge, our work is the first to apply recent state-of-art pre-trained word-

level embeddings and sentence-level embeddings models to measure the semantic

similarities of sociological definitions, and the first one that evaluates four different

types of classifiers on promoting the parsimony for sociology theory construction.

Among the eight types of embeddings, the Transformer pre-trained by Google per-

formed the best on the data used in our study. In particular, the XGBoost classifier
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was shown to make the best use of the semantic embeddings. Our results demon-

strated the effectiveness of using word-level and sentence-level embeddings with se-

mantic analysis models for promoting the parsimonious sociology theory construction.

The proposed approach achieves the precision of 85%, recall of 85%, and accuracy of

84.82%.
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Chapter 4

Semantic Content-based Recommendation with

SOREC

4.1 Related Works

4.1.1 Parsimonious Theory Construction

Across the sciences, theories are used to explain and predict observed phenomena in

the natural world. Theory construction is the process of building theories to strict

specifications with respect to the clarity of their terms and the logical integrity of

their arguments[43, 42, 1]. In mature sciences, terms and their associated defini-

tions are essential components and are carefully chosen to convey ideas or concepts

in theory[43, 42, 32]. Our focus here, however, is social science theorizing where

quite frequently key terms are not defined explicitly. As a result, to varying degrees,

theoretical writing is overly verbose in such fields as political science, economics, so-

ciology, management, anthropology, and others. This verbosity can make it difficult

or impossible for readers to glean authors’ intended meanings, leading them instead

to infer their own meanings.

The purpose of the work we report here was to develop a method that facilitates

more parsimonious theorizing in the social sciences. The parsimony principle—as

exemplified by the familiar notion of Occam’s Razor—can be expressed this way:

Given a choice between competing assertions, then all else being equal, the simpler

version is preferred. This applies equally well to choosing between competing theories

of empirical phenomena, or between alternative definitions for a theoretical term[43,
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42, 32]. Conventional social science theory construction is generally informal and

abductive. That is, it seeks plausible accounts for empirical observations, but without

applying rigorous standards to the semantics and logic through which the theoretical

ideas are expressed. The result frequently lacks coherence, consistency, and logical

integrity.

Statistical machine learning tools offer a more rigorous scientific approach to guide

informal theorizing in the social sciences. In this paper, we propose a recommendation

system based on a machine learning model that fosters parsimony in the development

of terminological systems for informal theories. The targeted user is the social scientist

wishing to develop a new formal theory, or a more rigorous version of an existing

theory. This entails not only listing theoretical propositions but also attending to the

terms used in those propositions and to the definitions of those terms. Our system

intervenes in the process of formulating or selecting the defined terms used to express

theoretical propositions[43, 42, 32].

Wikitheoria is a fully functional knowledge aggregation web framework hosted

on the Google Cloud Platform[29]. It is built for modularized theory construction

in the social sciences. SOREC is one of Wikitheoria’s sub-systems constructed for

the purpose of facilitating the construction of parsimonious theories[28]. Parsimony

favors the use of relatively few definitions (terms), rather than creating new ones

when the user goes to add the new definitions.

For example, consider the following two definitions for the term “ambivalence”.

• D1: the presence in one person at the same time of two competing or conflicting

emotions or attitudes

• D2: simultaneous conflicting feels toward a person or an object

If D1 were in the theory already and the user entered D2 as a new definition, the

semantic recommendation system would determine whether D2 is in the theory or
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is similar to D1. If either is the case, the system recommends using D1. As such,

the system helps safeguard against redundancy and fosters the more parsimonious

theories.

4.1.2 Recommendation System

A recommender system is defined as “A system that has as its main task choosing

certain objects that meet the requirements of users, where each of these objects are

stored in a computer system and characterized by a set of attributes.”[35] It helps users

to quickly discover the information they need in a specific context through information

filtering. Most of these recommendations are implemented in three filtering methods:

collaborative filtering, content-based filtering, and hybrid filtering[34, 58, 47, 49, 15,

24].

The collaborative filtering method learns from the users’ past activities and uses

their common behavior patterns to make recommendations that the user may be

interested in [34, 58]. Content-Based filtering focuses on the characteristics of the

recommended item. For example, when searching for a similar pre-defined definition

from the lexicon, the recommendation output is based on its syntactic and semantic

relatedness[47, 49, 24, 15]. Hybrid filtering is a combination of CF and CBF[15]. Ac-

cording to CBF’s prior knowledge, the primary source of information used in content-

based filtering systems is text fragments[47]. A set of encoding methods, typically

TF-IDF are used to present the definitions[57]. However, in our study, a number of

semantically equivalent sociological terminologies are used to construct definitions.

The traditional IR methods work fine on the general domain but fail to capture the

semantic similarity in the sociological domain. Therefore, natural language process-

ing and machine learning-based models are currently used to analyze, classify, or

measure the latent semantic similarity to support the CBF.
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4.1.3 Semantic Analysis

In recent years, word embedding and sentence embedding techniques have gained sub-

stantial improvement in natural language understanding[16, 46]. Mikolov et al. have

illustrated the effectiveness of neural word representations for similarities and other

neural language processing algorithms. For word similarity measurements, 63.7% and

65.6% accuracy were achieved by using Continuous Bag of Words and Skip-gram, re-

spectively, with the corpus of 1.6 billion words[46]. In 2018, Cer et al. demonstrated

the excellent performance of Transformer embedding on semantic similarity tasks[16].

Many efforts have been made to develop semantic textual similarity datasets and

related models[16, 40, 56]. For example, the SemEval Semantic Textual Similarity

(STS) challenges have been organized for over six years. These challenges greatly ac-

celerated semantic textual research. Manually annotated datasets given by STS em-

powered the improvement and examination of various methods for semantic similarity

estimation. Many supervised learning models were shown to be well performed for

semantic recommendation[7, 6, 5]. Diverse features such as WordNet-based sentence

distance calculation and distributed word embedding representations were shown to

perform well for comparable semantic text similarity computations on the general

domain[4, 45, 14, 11].

4.2 Method

In this section, we specify the user interface development, details of our data and

provide the details of the methodology used to perform our analysis. The general

architecture of our proposed recommendation process is illustrated in Figure 4.1

4.2.1 User Interface Development

The structure of Wikitheoria’s database provides a foundation for creating the recom-

mendation system that offers suggestions to users based on the content consistency

43



www.manaraa.com

Figure 4.1: An illustration of SOREC recomendation workflow with
offline training and online prediction process.

checking from syntactic level and semantic level. As illustrated in Figure 4.2, the

overall recommendation system includes three stages of recommendation.

Beginning with a large, pre-assembled lexicon of terms and definitions, our rec-

ommendation system analyzes newly offered provisional terms and definitions with

respect to their syntactic similarities that previously defined in the lexicon with the

first two stages. The syntactic level analysis is a relatively trivial task, which performs

the calculation by using Trie-based autocomplete jQuery libraries and traditional in-

formation retrieval algorithms, such as Term Frequency Inverse Document Frequency

(TF-IDF) and cosine similarity. However, the semantic level analysis for definitions

on stage 3 requires extensive machine learning offline training and online prediction

process. The experiment details are explained in the following sections.
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Figure 4.2: An illustration of three stage recommendation with sociological terms
and definitions on Wikitheroia platform.

As shown in Figure 4.3, the recommendation system performs a recommendation

on both terms and definitions. Our recommendation starts from term recommenda-

tion; once the user enters term “access”, the text field for a term which associates

with Ajax scripts starts querying the lexicon and finds whether this term has been

previously defined for the first stage. The user could append the pre-defined terms

and definitions to the current theory module, or create their term and definition pair.

The semantic level SOREC recommendation gets triggered when the user clicks

"check" for the newly added definition for stage 3. This semantic level recommen-

dation is based on a novel approach that is supported by semantic content-based

filtering using the optimized gradient boosting method and features extracted from

unsupervised machine learning methods.

4.2.2 Data Preprocessing

Pre-processing is an essential step to improve the accuracy of the model prediction.

It can both reduce the time complexity for model training and accelerate the system
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Figure 4.3: An illustration of sociological terms and definitions recommendation user
interface on Wikitheoria.

response for online model predictions. In our study, pre-processing methods include

tokenizing the definitions, removing the stop word, and converting all words to the

lower case were applied to the definitions before applying the analysis of the features.

We evaluated definition similarities based on the character level and term level briefly

described in the following subsections on the basis of an annotated dataset. The

TreeBank tokenizer implemented in the NLTK toolkit was used to convert a definition

sentence to a list of tokens[9].

4.2.3 Feature Extraction with Definitions

Textual similarity metrics detect similarities between the two definitions. These are

then used as features for our machine learning models. Zobel and Moffat analyzed a

range of similarity measures in information retrieval. They found there to be no one-

size-fits-all metric, i.e., no metric that consistently worked better than others[59]. To

optimize our model, we spent considerable effort on feature engineering, experimented

with the different combinations of feature sets, and obtained the best result with the

features described below.
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Descriptive Feature Set

The descriptive feature set includes basic properties of definition sentences. It presents

observations about the characteristics of definitions. In this feature set, we calculated

their lengths, length difference, character counts (excluding spaces), word counts, and

words in common.

Tokenized Feature Set

In general, replaced words, inserted words, and missed words frequently occur in

similar definitions. The tokenized feature set calculates the edit distance between

one definition and another, i.e., the minimum number of operations that it would

take to transform one definition into the other. We first processed definitions as two

sets of sorted/unsorted token lists, then evaluated the similarity of pairwise token

sets by calculating the minimum number of primitive operations, including insertion,

deletion, substitution, or copying of a character required to convert one string into

the exact match of the other. Specifically, we calculated the normalized Levenshtein

distances [39] of pairwise tokens to generate the features based on the overlap ratio

of unsorted token sets, the overlap ratio of sorted token sets, the overlap ratio of an

unsorted partial token set and the overlap ratio of a sorted partial token set. The

output ratio is on a 0 to 100 scale.

Embedding Feature Set

Tokenized features measure similarity based on exact matches between isolated words,

but not their semantic meanings in context. The Universal Sentence Encoder[17]

mixed an unsupervised task using a large corpus together showed significant improve-

ment by leveraging the Transformer architecture, which is based on the attention
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mechanism. We trained our definitions with Tensorflow Hub1 transformer encoders.

Each definition was transformed into a 512-dimensional sentence vector. With the

Transformer encoded embedding output, we computed the distance of two definition

vectors (u and v) with the kernel functions shown below.

Cosine Distance[19] between two vectors u and v is defined as

sim1 = 1− u · v
‖u‖2 ‖v‖2

(4.1)

Manhattan Distance[19] computes the distance between two vectors u and v by

summing the differences of their corresponding components, which is defined as

sim2 =
∑

i

|ui − vi| (4.2)

Jaccard Distance[23] proposed by Jaccard and Needham measures the dissimilar-

ity between two vectors u and v, is defined as

sim3 = u · v
|u|2 + |v|2 − u · v

(4.3)

Canberra Distance[38] between two vectors is defined as

sim4 =
∑

i

|ui − vi|
|ui|+ |vi|

(4.4)

Euclidean Distance[13] between 1-D arrays u and v is defined as

sim5 = ‖u− v‖2 (4.5)

Minkowski Distance[19] between 1-D arrays u and v is defined as

sim6 = ‖u− v‖p = (
∑
|ui − vi|p))1−p (4.6)

Bray-Curtis Distance[12] is defined as

sim7 =
∑
|ui − vi| /

∑
|ui + vi| (4.7)

1http://www.tensorflow.org/hub/modules/google/universal-sentence-encoder-
large/3
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Skewness and Kurtosis[41] are the parameters used to measure the symmetry of

the dataset and the weight of the tail compared to the normal distribution. Skewness

is a measure of the symmetry. If the distribution or dataset appears to be the same

as the left and right sides of the center point, it is symmetrical. Kurtosis is a measure

of tail thickness, i.e., distribution with high kurtosis often has a heavy tail or outliers.

Datasets with low kurtosis tend to have a light tail or outliers.

4.2.4 Model

With the features we created in the previous section, our goal was to develop a rel-

evance model that would accurately predict if a user added new definition is seman-

tically similar to an existing definition in theory. Our model is built with XGBoost,

proposed by Chen and Gestrin in 2016[18], an optimized distributed gradient boosting

library. Gradient boosting is a popular technique that can solve complex regression

or classification task by producing and combining a number of weaker and smaller

prediction models in the form of decision trees. The model is built in stages and

generalized by optimizing a differential loss function.

As a result, gradient boosting combines a number of weak learners into a single,

strong learner on an interactive basis. In contrast to linear classifiers (such as logistic

regression), decision tree models also can capture non-linear relationships in data.

We estimate the best hyperparameter settings for each model using a grid search

with 10-fold cross-validation on the training set[37]. Carefully tuning the tree-related

hyperparameters (such as the maximum depth of a tree) results in the most significant

increase of cross-validation F1 score and accuracy. Tuning the learning rate is effective

in preventing overfitting on the training data. Using a large number of estimators

results in the best performance overall, with training time increases proportionally.

In our experiment, we chose tree booster in XGBoost as described in this section

for all the feature representations’ evaluation, in which max tree-depth was 15, step
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size shrinkage was 0.1, n estimators were 800, and minimum loss reduction was 1.0.

As shown in Figure 4.4, firstly, the descriptive features and tokenized features were

extracted from the definition pairs. These two feature sets were used to directly calcu-

late the similarity of two definitions with respect to basic properties and edit distance.

Then, these features adopted kernel-based Transformer sentence encoding to calcu-

late the similarity of two definitions. All these similarity scores were concatenated as

features and evaluated in the machine learning XGBoost model.

4.2.5 Evaluation

For this study, the XGBoost model evaluation was performed using 10-fold cross-

validation over 2235 sociological definition pairs, including 959 positive samples and

1276 negative samples. Each fold contained 1811 definitions pairs for training, 200

pairs for validation, and 224 pairs for testing.

The final result for the supervised semantic content-based filtering was calculated

by averaging the results of each fold. The quality and correctness of the proposed

method is evaluated as 1) True positive (TP), the number of correct predictions

on “same concept”; 2) True negative (TN), the number of correct predictions on

“different concept”; 3) False positive (FP), the number of wrong predictions on “same

concept”; 4) False negative (FN), the number of wrong predictions on “different

concept”. The precision (4.8), recall (4.9), F-measure (4.10) and accuracy (4.11) were

used to evaluate the recommendation system.

Precision = TP

TP + FP
(4.8)

Recall = TP

TP + FN
(4.9)

F −measure = 2 ∗ Precision ∗Recall

Precision + Recall
(4.10)

Accuracy = TP + TN

TP + TN + FP + FN
(4.11)
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Figure 4.4: An illustration of SOREC prediction workflow with
three feature sets and definition transformation.

4.3 Results and Discussion

In this section, we validate the effectiveness of our proposed method from two ex-

periments. First, we evaluate the proposed method in terms of classical metrics of

precision, recall, F-measure, and accuracy to justify the usefulness of each feature set

in our method. Second, we break down the results and compare the improvement

with the normalized confusion matrix.
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4.3.1 Precision, Recall, F-measure and Accuracy

In this study, our feature representations are extracted from three different categories:

descriptive feature set (DF), token feature set (TF), and embedding feature set (EF).

Table 4.1 shows results for corresponding feature categories that were used as model

input.

To evaluate the effectiveness of different categories, we performed several exper-

iments on different combinations of feature categories. From the results, both DF

and TF obtained moderate precision, recall, and accuracy. Comparing with EF or

DF, the range of increase in precision, recall, and accuracy is 5% to 12%. Between

three categories, our experiments show that the EF contributed more to the perfor-

mance compared with other feature sets. When concatenating EF with DF or TF,

the increase in precision varies from 5% to 15%. This is an expected result because

embedding-based features enclose the transfer learning from the billion words corpus

and the measurement from multiple dimensional spaces.

To capture the semantics, EF shows that it is a promising method for represent-

ing definitions as vectors while capturing semantics. Table 4.1 shows a significant

improvement in precision, recall, F-measure, and accuracy when DF, TF, and EF are

concatenated.

The experimental results indicate that the model with a combination of three

feature categories outperforms the individual performance of each category and the

combination of any two categories, which means that these feature sets complement

each other. Although the embedding-based feature set obtained the most promising

performance on precision and accuracy, the combination of three categories by a su-

pervised algorithm had the best performance on all metrics. The proposed supervised

semantic analysis model achieves the best precision of 86%, the best F-measure of

84.42%, and the best accuracy of 86.16%. We also compared Transformer-embedded

definitions with average pooling Google News pre-trained embeddings on the same
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XGBoost model described in the previous section. As shown in Table 4.2, Transformer

outperforms Word2Vec by 2% on all metrics.

4.3.2 Usefulness of Each Feature Category

In the previous section, we saw a steady improvement when three categories were

gradually added to the prediction model. For the rest of this subsection, we conducted

a three-step experiment to justify the usefulness of each feature set and to inspect

the effectiveness of each category.

DF considers the length related descriptions of definitions. As shown in Figure

4.5 and Table 4.1, the TP is 49% and TN is 85%. The result is expected, as in

the general domain, similar definitions tend to be of similar length. When defini-

tions substantially differ in length, the model tends to predict dissimilarity. But in

sociology, the “same concept” could be defined with one short sentence or multiple

sentences if terminologies are densely used to support definitions. In our dataset, the

average length of a definition is 17.87, and the average length difference between pair

definitions is 9.67. The definition pairs with high relative length differences tend to

be harder to predict correctly for the “same concept.” With DF representation, the

model achieved an average accuracy of 69.19% and F-measure of 57.8%.

Next, we validate the usefulness of TF. For the tokenized feature set, we calculated

the edit distance between one definition and another. As shown in Figure 4.6 and

Table 4.1, with DF and TF, the recommendation quality for correctly recommending

the “same concept” definitions have been improved by 16%. The F-measure is 11.97%

higher than the previous step, and the prediction accuracy achieves 75.89%.

With the added EF, from Figure 4.7 and Table 4.1, we see a 19% improvement

on TP and 4% improvement on TN. 84% of “same concept” definitions are correctly

predicted, and 88% of “different concept” definition pairs are also correctly predicted.

This indicates the sociological semantic relatedness could be well represented by calcu-
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Table 4.1: The comparison results of prediction on sociological definition
test dataset with 10-fold cross validation.

Model Precision Recall F-measure Accuracy
TF-IDF + W2V + SVD 0.68 0.67 0.5780 0.6741

DF 0.70 0.69 0.5868 0.6919
TF 0.77 0.76 0.6936 0.7633
EF 0.84 0.83 0.8140 0.8348

DF-TF 0.76 0.76 0.7066 0.7589
DF-EF 0.85 0.85 0.8265 0.8482
TF-EF 0.84 0.84 0.8275 0.8437

DF-TF-EF 0.86 0.86 0.8442 0.8616

Table 4.2: The comparison results of prediction with
Word2Vec and Transformer.

Embedding Precision Recall F-measure Accuracy
Word2Vec 0.84 0.84 0.8258 0.8437
Transformer 0.86 0.86 0.8442 0.8616

lating the embedding distance from multiple dimensions. The F-measure is improved

by 1.67%, and the best prediction accuracy achieves 86.16%.

As shown in Figure 4.8, the baseline recommendation system is based on the TF-

IDF, Word2Vec, and Singular Value Decomposition (SVD) model. To evaluate the

performance of the baseline model, we encoded definitions with TF-IDF Word2Vec,

applied SVD, then fed them to the same XGBoost model we constructed in Section

III. From Figure 4.8 and Table 4.1, this model shows a weak ability to predict “same

concept” definitions with TP of 50%. Comparing with the baseline model, the pro-

posed semantic content-based recommender system improves the lexicon semantic

similarity recommendation and achieves the best performance.
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Figure 4.5: The results with descriptive features in
normalized confusion matrix.

Figure 4.6: The results with descriptive features
and tokenized features.
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Figure 4.7: The results of prediction when descrip-
tive features, tokenized features and embedding
features are concatenated together.

Figure 4.8: The results of conventional content-
based recommendation system prediction accuracy
with TF-IDF, Word2Vec and SVD.
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4.4 Conclusion

In this study, we proposed a novel semantic content-based recommender system for

sociological theory construction. To the best of our knowledge, there is neither a

similar recommender system nor published research on the semantic evaluation of

sociological definitions. We demonstrated the need for a semantic recommender for

semantic level analysis and the effectiveness of our proposed approach to understand-

ing the semantic similarity of terminologies and definitions in the sociological domain.

Another important contribution of this study is to provide a solid baseline as well as

a sociologists-annotated benchmark dataset for future studies in this research area.

Our results revealed that the descriptive features, the edit distance based tok-

enized features, and the kernel function based embedding features complement each

other. Notably, the high-level features consist of the embedding vector distances

calculated from unsupervised kernel functions, with the help of an XGBoost model

increased the overall performance of the recommender system.

The proposed CBRS is deployed and serving as a part of the Wikitheoria platform.

Theory construction is a typical research process in a lot of human science-related

disciplines, such as Psychology, Criminology, etc. Our sociology-domain specific se-

mantic definition recommendation can also be applied to various content-based rec-

ommendation applications for parsimonious theory construction in these disciplines.
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Chapter 5

Conclusion

5.1 Summary

In summary, this research solves the problem of “how to facilitate sociology re-

searchers to build parsimonious theories” in three parts.

In Chapter 2, we show that using cloud-based theory modularization with semantic-

based parsimony analysis with the machine learning model is a viable approach. The

proposed work mainly describes what theory modularization is, what parsimony anal-

ysis is in theory construction, how we formalized these concepts and implemented

with Google Cloud, an implementation of a machine learning method with neural

embedding, and the initial results we could achieve.

In Chapter 3, we mainly focus on the parsimony analysis. Since there are many

neural embeddings and machine learning models, we wish to gain an insight of which

embedding method is the best for our domain of knowledge, and which machine

learning model could better capture the semantic similarity. So we experiment with

eight different neural embedding methods on four representative machine learning

models. Furthermore, we develop 11 semantic features to enhance prediction accu-

racy. Through the experiments, we find that the tree-boosted XGBoost classifier

with attention machenism-based Transformer representation performs the best on

our dataset.

In Chapter 4, we know that neural embedding with the machine learning method

performs well on parsimony anaysis. But it is still a theoretical work on the algorithm
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level. Our framework needs an actual tangible product to serve the researchers. So,

we propose and implement SOREC, a semantic content-based recommendation sys-

tem(CBRS). CBRS has 26 features and validate the effectiveness of each feature set.

We also compare our proposed CBRS with the conventional CBRS on our dataset,

and it is substantially better (+19% accuracy). In this study, we prove the effective-

ness of the proposed CBRS, and we establish a baseline for studies in this research

area.

5.2 Future Works

This work is an initial step towards a promising new direction. In future work, we plan

to incorporate other types of deep learning architectures such as convolutional neural

network, deep belief network, and recurrent neural network. Further performance

boost may be possible when using such deep learning models since these models can

explicitly take the context and ordering of words into account. Moreover, we plan to

explore deeper architectures by applying data normalization techniques to help model

stability and a better local optimum. In this study, we establish a solid baseline for the

semantic content-based recommendation on the sociology lexicon, however we believe

the quality of the recommendation could be further improved with transfer learning

with massive domain knowledge encapsulated literature and knowledge graph infused

machine learning algorithms.

Theory construction is a common research process in a lot of human science-related

disciplines. We wish the applications and research methodologies described in this

study could be further extended to support the theory construction and parsimony

analysis in psychology, criminology, and other social sciences.
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